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§ Dense global attention is computationally extensive
• Hard to scale up to high-resolution features and many views
§ Attention map is very sparse in pose transformers [1][2]
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• Token-Pruned Pose Transformer (PPT)

§ selected tokens after each HTI module
• human areas are gradually refined as the network deepens

• Multi-view PPT

§ Results on COCO 
• PPT achieves significant acceleration while matching 

its accuracy on 2D pose estimation
• Pruning background tokens doesn’t hurt the accuracy 
• Attention among foreground tokens is sufficient

§ Results on Human3.6M
• Human area fusion is better than global attention in 

both accuracy and efficiency for multi-view pose
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§ Human Token Identification
• Select informative visual tokens with the attention scores of 

keypoint tokens
• Attention value determines how much information of each 

visual token is fused into the output

§ Summary of cross-view Fusion Strategies
• Global Fusion: each pixel in each view calculates attention 

with respect to all n pixels of other m − 1 views, O(m2n2)
• Epipolar-based Fusion: each pixel in each view calculates 

attention with k pixels along the corresponded epipolar lines of 
other m − 1 views, O(m2nk)

• Human area fusion (ours): dense global attention among k’ 
human foreground pixels of m views, O(m2k’2) 


