
EI-CLIP: Entity-aware Interventional Contrastive Learning for E-commerce Cross-modal Retrieval

Motivations: 

1) Words come up with special meanings in e-commerce. 

P(Y |X) = ∑
z

P(Y, z |X) = ∑
z

P(Y |X, z)P(z |X)
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Contribution Summaries: 

1) The pioneering work to tackle the challenges 
introduced by  e-commerce special entities.

2) The first to formulate the entity-aware retrieval task in 
causal view. 

3) We propose an Entity-aware Intervention-based 
contrastive learning framework (EI-CLIP), which 
achieves competitive performance on e-commerce 
benchmark dataset Fashion-Gen. 

P(Y |do(X)) = ∑
z

P(Y |X, z)P(z)

CLIP in the Causal View:  

Confounders  , entity  takes the semantics .

X: text, Y: image. 

Contrastive learning of CLIP: 

z = g(a, b) a b

2) Meta data contributes unevenly in cross-modal retrieval.

Interve X with do-calculus

  mitigate bias towards commonsense in general domain

Radford, Alec, et al. "Learning transferable visual models from natural 
language supervision." IICML, 2021.

Framework (EI-CLIP):  

EA-Learner: explicity capture each entity information

CE-Selector: select important entities

Results:  

Fashion-Gene.g. 


X = "a T-shirt of golden goose"

most of the likelihood is assigned to 


, as  
 is large in the 

general domain

P(Y |X, z = g(golden goose, "animal"))
P(z = g(golden goose, "animal") |X)

References: 


