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Ø Motivations

Ø Methodology: Self-Undermining KD
v Rationale: maintain correct class assignments, maximally

disturbing incorrect class assignments so that no beneficial
information could be distilled.

v Implementation:
1) Train a normal teacher network (adversarial network)
2) Train the nasty teacher by maximizing the K-L divergence

between the output of the nasty teacher and the adversarial
network and simultaneously minimizing the cross entropy
loss with the label.
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v Knowledge Distillation (KD) might open a loophole to
unauthorized infringers to clone the Intellectual Property
(IP) model’s functionality.

v Data-Free KD [1][2] eliminates the necessity of accessing
original training data, therefore can clone the functionality
by simply imitating the input-output behavior.

v A specially trained network that yields nearly the same
performance as a normal one; but if used as a teacher
model, it will significantly degrade the performance of
student models that try to imitate it.

Ø Concept: Nasty Teacher

Ø Results

Ø Analysis

v Standard KD v Data-Free KD

v multi-peak logits may give a false sense of generalization and thus mislead the learning of students

Code is available


