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Background: 3D Morphable Face Models (3DMM)

[1] Volker Blanz, et al. "A Morphable Model For The Synthesis Of 3D Faces." TOG, 1999 
[2] Li, Tianye, et al. "Learning a model of facial shape and expression from 4D scans." TOG, 2017

• Parametric model: 
• explicit control of shape, expression, head 

pose, texture, etc by coefficients 
• no information on detailed regions such as hair



Background: 3DMM-based face generation

[1] Li, Tianye, et al. "Learning a model of facial shape and expression from 4D scans." TOG, 2017

single-view image

videos

multi-view images Explicit control with 
3DMM coefficients 

generation of realistic face  
of novel expressions,  
head poses, face shapes, etc 

Neural Networks



CVTHead: Framework
Efficient and controllable head avatar generation from a single image with point-based neural rendering

(1) head mesh reconstruction; (2) vertex feature transformer; (3) neural point rendering



CVTHead: Head mesh reconstruction

Vd = M(βs, ϕd, θd) + fH(Is) ∈ ℝN×3

• FLAME [1] Parametric head model: 
•    
• face shape , expression , head pose  

• pre-trained DECA [2] and hair deformation model 
[3] (optional) to obtain mesh vertices: 

M(β, ϕ, θ)
β ϕ θ

[1] Li, Tianye, et al. "Learning a model of facial shape and expression from 4D scans." TOG, 2017 
[2] Feng, Yao, et al. "Learning an animatable detailed 3D face model from in-the-wild images." TOG, 2021 
[3] Khakhulin, Taras, et al. "Realistic one-shot mesh-based head avatars." ECCV, 2022

Vs = M(βs, ϕs, θs) + fH(Is) ∈ ℝN×3



CVTHead: Vertex feature transformer
3D point  
2D projection  

Limitations of pixel-aligned features [1]: 
• require accurate 3D mesh to locate 2D pixels  
• misleading feature for occluded 2D projections 

Vertex feature as learnable token  
2D projection as positional encoding  
transformer inputs: vertex token & image token 

Benefits: 
• solve the limitation of pixel-aligned features 
• long-range correspondence among all vertex features

ks ∈ Vs

(us, vs, ds) = Π(ks, cs)

Xv ∈ ℝN×C′￼

(us, vs, ds) → Es
uv, Es

dep

---- Obtain feature vector of each vertex in the canonical space from source image

[1] Saito, Shunsuke, et al. "Pifu: Pixel-aligned implicit function for high-resolution clothed human digitization." ICCV. 2019.



CVTHead: Neural vertex rendering

3D point  and corresponding 2D 
projection  
• vertex projection features  

• generate synthetic image  and binary 
foreground mask  with a U-Net  

• get rid of tedious differentiable rendering

kd ∈ Vd

(ud, vd, dd) = Π(kd, cd)
Pd

F ∈ ℝH×W×C

̂Id

M̂d 𝒢( ⋅ )
( ̂Id, M̂d) = 𝒢([Pd

F, Pd
D])

Pd
F[⌊ud⌋, ⌊vd⌋] = vF



Benefits of CVTHead

• One-shot 
• a single reference image (v.s. multi-view or video inputs for NeRF-based methods) 
• no fine-tuning or optimization for unseen subjects 

• Efficiency 
• a single forward for rendering (v.s. hundreds of forwards per ray for volumetric rendering) 

• Generalize well on diverse head poses 
• warpping-based methods only work well for a limited range of head pose 



Results: Face Reenactment

Comparable performance to state-of-the-art graphics-based methods 
Better efficiency



Results: Face Reenactment

self-reenactment cross-identity reenactment



Results: 3DMM-based Face Animation

face animation with novel views, novel face shapes, and novel expressions



Ablation Study: Comparisons with pixel-aligned features
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